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DATA MINING - JAVA

	S.No
	Titles
	Domain

	1
	Energy-efficient Query Processing in Web Search Engines
Demo Link: http://www.finalsemprojects.com/energy-efficient-query-processing-in-web-search-engines/
	Data mining July 2017

	2
	Crowdsourced Coverage as a Service: Two-Level Composition of Sensor Cloud Services
Demo Link: http://www.finalsemprojects.com/crowdsourced-coverage-as-a-service-two-level-composition-of-sensor-cloud-services/
	Data mining July 2017

	3
	Personal Web Revisitation by Context and Content Keywords with Relevance Feedback
	Data mining July 2017

	4
	Detecting Stress Based on Social Interactions in Social Networks
	Data mining preprint- Mar 2017


CLOUD COMPUTING - JAVA
	S.No
	Titles
	Domain

	5
	Fast Phrase Search for Encrypted Cloud Storage
	Cloud computing -Preprint

	6
	Power Consumption-Aware Virtual Machine Placement in Cloud Data Center
	Green communications and Networking–preprint-2017

	7
	Achieving Efficient and Privacy-Preserving Cross-Domain Big Data Deduplication in Cloud
	Big Data – Preprint

	8
	Privacy-Preserving Data Encryption Strategy for Big Data in Mobile Cloud Computing
	Big Data – Preprint

	9
	Secure k-NN Query on Encrypted Cloud Data with Multiple Keys
	Big Data – Preprint

	10
	TEES: An Efficient Search Scheme over Encrypted Data on Mobile Cloud
Demo Link: http://www.finalsemprojects.com/tees-efficient-search-scheme-encrypted-data-mobile-cloud/
	Cloud Computing – Jan-Mar 2017

	11
	A Dynamical and Load-Balanced Flow Scheduling Approach for Big Data Centers in Clouds
	Cloud computing-preprint 2017

	12
	TAFC: Time and Attribute Factors Combined Access Control for Time-Sensitive Data in Public Cloud
	Services Computing – preprint 2017


NETWORKING /NETWORK SECURITY/IOT
	S.No
	Titles
	Domain

	13
	A Secure and Efficient ID-Based Aggregate Signature Scheme for Wireless Sensor Networks
Demo Link: http://www.finalsemprojects.com/a-secure-and-efficient-id-based-aggregate-signature-scheme-for-wireless-sensor-networks/
	IOT – April 2017

	14
	PROVEST: Provenance-based Trust Model for Delay Tolerant Networks
Demo Link: http://www.finalsemprojects.com/provest-provenance-based-trust-model-for-delay-tolerant-networks/
	Dependable and Secure Computing- Preprint 

	15
	GeTrust: A guarantee-based trust model in Chord-based P2P networks
Demo Link: http://www.finalsemprojects.com/getrust-a-guarantee-based-trust-model-in-chord-based-p2p-networks/
	Dependable and Secure Computing- Preprint

	16
	Privacy-Preserving Ride Sharing Scheme for Autonomous Vehicles in Big Data Era
Demo Link: http://www.finalsemprojects.com/privacy-preserving-ride-sharing-scheme-for-autonomous-vehicles-in-big-data-era/
	IOT, April 2017

	17
	Robust Relay Selection for Large-Scale Energy-Harvesting IoT Networks
Demo Link: http://www.finalsemprojects.com/robust-relay-selection-for-large-scale-energy-harvesting-iot-networks/
	IOT, April 2017

	18
	A Privacy-Preserving Data Sharing Framework for Smart Grid
Demo Link: http://www.finalsemprojects.com/a-privacy-preserving-data-sharing-framework-for-smart-grid/
	IOT, April 2017

	19
	Light-weight and Robust Security-Aware D2D-assist Data Transmission Protocol for Mobile-Health Systems
	Information Forensics and Security, Mar 2017

	20
	Secure and Private Data Aggregation for Energy Consumption Scheduling in Smart Grids
	Dependable secure computing, Mar-Apr2017

	21
	Optimal Power Allocation and Scheduling Under Jamming Attacks
	Networking, Jun 2017


DATA MINING –JAVA TITLES ABSTRACTS
	S.No
	Titles

	1
	Energy-efficient Query Processing in Web Search Engines

Data Mining – July 2017

Web search engines are composed by thousands of query processing nodes, i.e., servers dedicated to process user queries. Such many servers consume a significant amount of energy, mostly accountable to their CPUs, but they are necessary to ensure low latencies, since users expect sub-second response times (e.g., 500 ms). However, users can hardly notice response times that are faster than their expectations. Hence, we propose the Predictive Energy Saving Online Scheduling Algorithm (PESOS ) to select the most appropriate CPU frequency to process a query on a per-core basis. PESOS aims at process queries by their deadlines, and leverage high-level scheduling information to reduce the CPU energy consumption of a query processing node. PESOS bases its decision on query efficiency predictors, estimating the processing volume and processing time of a query. We experimentally evaluate PESOS upon the TREC ClueWeb09B collection and the MSN2006 query log. 

	2
	Crowdsourced Coverage as a Service: Two-Level Composition of Sensor Cloud Services

Data Mining – July 2017
We present a new two-level composition model for crowdsourced Sensor-Cloud services based on dynamic features such as spatio-temporal aspects. The proposed approach is defined based on a formal Sensor-Cloud service model that abstracts the functionality and non-functional aspects of sensor data on the cloud in terms of spatio-temporal features. A spatio-temporal indexing technique based on the 3D R-tree to enable fast identification of appropriate Sensor-Cloud services is proposed. A novel quality model is introduced that considers dynamic features of sensors to select and compose Sensor-Cloud services. The quality model defines Coverage as a Service which is formulated as a composition of crowdsourced Sensor-Cloud services. We present two new QoS-aware spatio-temporal composition algorithms to select the optimal composition plan.


	3
	Personal Web Revisitation by Context and Content Keywords with Relevance Feedback

Data Mining – July 2017

Getting back to previously viewed web pages is a common yet uneasy task for users due to the large volume of personally accessed information on the web. This paper leverages human's natural recall process of using episodic and semantic memory cues to facilitate recall, and presents a personal web revisitation technique called WebPagePrev through context and content keywords. Underlying techniques for context and content memories' acquisition, storage, decay, and utilization for page re-finding are discussed. A relevance feedback mechanism is also involved to tailor to individual's memory strength and revisitation habits. Our 6-month user study shows that: (1) Compared with the existing web revisitation tool Memento, History List Searching method, and Search Engine method, the proposed WebPagePrev delivers the best re-finding quality in finding rate (92.10 percent), average F1-measure (0.4318), and average rank error (0.3145). (2) Our dynamic management of context and content memories including decay and reinforcement strategy can mimic users' retrieval and recall mechanism. 

	4
	Detecting Stress Based on Social Interactions in Social Networks
Data Mining – Pre-print Mar  2017

Psychological stress is threatening people’s health. It is non-trivial to detect stress timely for proactive care. With the popularity of social media, people are used to sharing their daily activities and interacting with friends on social media platforms, making it feasible to leverage online social network data for stress detection. It is find that users stress state is closely related to that of his/her friends in social media, and a large-scale dataset from real-world social platforms is employed to systematically study the correlation of users’ stress states and social interactions. It is first defined a set of stress-related textual, visual, and social attributes from various aspects, and then propose a novel hybrid model - a factor graph model combined with Convolutional Neural Network to leverage tweet content and social interaction information for stress detection.


CLOUD COMPUTING –JAVA TITLES ABSTRACTS
	S.No
	Titles

	5
	Fast Phrase Search for Encrypted Cloud Storage

Cloud computing -Preprint

Cloud computing has generated much interest in the research community in recent years for its many advantages, but has also raise security and privacy concerns. The storage and access of confidential documents have been identified as one of the central problems in the area. In particular, many researchers investigated solutions to search over encrypted documents stored on remote cloud servers. While many schemes have been proposed to perform conjunctive keyword search, less attention has been noted on more specialized searching techniques. In this paper, we present a phrase search technique based on Bloom filters that is significantly faster than existing solutions, with similar or better storage and communication cost. Our technique uses a series of n-gram filters to support the functionality. The scheme exhibits a trade-off between storage and false positive rate, and is adaptable to defend against inclusion-relation attacks. A design approach based on an application’s target false positive rate is also described.

	6
	Power Consumption-Aware Virtual Machine Placement in Cloud Data Center
Green communications and Networking–preprint-2017
A set of Virtual Machine (VM) allocators for Cloud Data Centers (DCs) that perform the joint allocation of computing and network resources. VM requests are defined in terms of system (CPU, RAM and Disk) and network (Bandwidth) resources. As concerns the first ones, we allocate VM resources following two different policies, namely Best Fit and Worst Fit, corresponding to consolidation and spreading strategies respectively. For each server, the allocators choose the network path that minimizes electrical power consumption, evaluated according to a precise model, specifically designed for network switches. More specifically, we implemented different allocation algorithms based on Fuzzy Logic, Single and Multi-Objective optimization. Simulation tests have been carried out to evaluate the performance of the allocators in terms of number of allocated VMs for each policy. 

	7
	Achieving Efficient and Privacy-Preserving Cross-Domain Big Data Deduplication in Cloud
Big data – preprint 2017
Secure data deduplication can significantly reduce the communication and storage overheads in cloud storage services, and has potential applications in our big data-driven society. Existing data deduplication schemes are generally designed to either resist brute-force attacks or ensure the efficiency and data availability, but not both conditions. We are also not aware of any existing scheme that achieves accountability, in the sense of reducing duplicate information disclosure (e.g., to determine whether plaintexts of two encrypted messages are identical). In this paper, we investigate a three-tier cross-domain architecture, and propose an efficient and privacy-preserving big data deduplication in cloud storage (hereafter referred to as EPCDD). EPCDD achieves both privacy-preserving and data availability, and resists brute-force attacks. In addition, we take accountability into consideration to offer better privacy assurances than existing schemes. We then demonstrate that EPCDD outperforms existing competing schemes, in terms of computation, communication and storage overheads. In addition, the time complexity of duplicate search in EPCDD is logarithmic.

	8
	Privacy-Preserving Data Encryption Strategy for Big Data in Mobile Cloud Computing
Big data – Preprint 2017

Privacy has become a considerable issue when the applications of big data are dramatically growing in cloud computing. The benefits of the implementation for these emerging technologies have improved or changed service models and improve application performances in various perspectives. However, the remarkably growing volume of data sizes has also resulted in many challenges in practice. The execution time of the data encryption is one of the serious issues during the data processing and transmissions. Many current applications abandon data encryptions in order to reach an adoptive performance level companioning with privacy concerns. In this paper, we concentrate on privacy and propose a novel data encryption approach, which is called Dynamic Data Encryption Strategy (D2ES). Proposed approach aims to selectively encrypt data and use privacy classification methods under timing constraints. This approach is designed to maximize the privacy protection scope by using a selective encryption strategy within the required execution time requirements. 

	9
	Secure k-NN Query on Encrypted Cloud Data with Multiple Keys
Big data – Pre print
The k-nearest neighbors (k-NN) query is a fundamental primitive in spatial and multimedia databases. It has extensive applications in location-based services, classification & clustering and so on. With the promise of confidentiality and privacy, massive data are increasingly outsourced to cloud in the encrypted form for enjoying the advantages of cloud computing (e.g., reduce storage and query processing costs). Recently, many schemes have been proposed to support k-NN query on encrypted cloud data. However, prior works have all assumed that the query users (QUs) are fully-trusted and know the key of the data owner (DO), which is used to encrypt and decrypt outsourced data. The assumptions are unrealistic in many situations, since many users are neither trusted nor knowing the key. In this paper, we propose a novel scheme for secure k-NN query on encrypted cloud data with multiple keys, in which the DO and each QU all hold their own different keys, and do not share them with each other; meanwhile, the DO encrypts and decrypts outsourced data using the key of his own. Our scheme is constructed by a distributed two trapdoors public-key cryptosystem (DT-PKC) and a set of protocols of secure two-party computation, which not only preserves the data confidentiality and query privacy but also supports the offline data owner. 

	10
	TEES: An Efficient Search Scheme over Encrypted Data on Mobile Cloud
Cloud Computing – Jan-Mar 2017
Cloud storage provides a convenient, massive, and scalable storage at low cost, but data privacy is a major concern that prevents users from storing files on the cloud trustingly. One way of enhancing privacy from data owner point of view is to encrypt the files before outsourcing them onto the cloud and decrypt the files after downloading them. However, data encryption is a heavy overhead for the mobile devices, and data retrieval process incurs a complicated communication between the data user and cloud. Normally with limited bandwidth capacity and limited battery life, these issues introduce heavy overhead to computing and communication as well as a higher power consumption for mobile device users, which makes the encrypted search over mobile cloud very challenging. In this paper, we propose TEES (Traffic and Energy saving Encrypted Search), a bandwidth and energy efficient encrypted search architecture over mobile cloud. 

	11
	A Dynamical and Load-Balanced Flow Scheduling Approach for Big Data Centers in Clouds 
Cloud computing-preprint 2017
Load-balanced flow scheduling for big data centers in clouds, in which a large amount of data needs to be transferred frequently among thousands of interconnected servers, is a key and challenging issue. The OpenFlow is a promising solution to balance data flows in a data center network through its programmatic traffic controller. Existing OpenFlow based scheduling schemes, however, statically set up routes only at the initialization stage of data transmissions, which suffers from dynamical flow distribution and changing network states in data centers and often results in poor system performance. In this paper, we propose a novel dynamical load-balanced scheduling (DLBS) approach for maximizing the network throughput while balancing workload dynamically. We firstly formulate the DLBS problem, and then develop a set of efficient heuristic scheduling algorithms for the two typical OpenFlow network models, which balance data flows time slot by time slot. Experimental results demonstrate that our DLBS approach significantly outperforms other representative load-balanced scheduling algorithms Round Robin and LOBUS; and the higher imbalance degree data flows in data centers exhibit, the more improvement our DLBS approach will bring to the data centers.


NETWORKING /NETWORK SECURITY/IOT –JAVA TITLES ABSTRACTS
	S.No
	Titles

	12
	A Secure and Efficient ID-Based Aggregate Signature Scheme for Wireless Sensor Networks 
IOT – April 2017
Affording secure and efficient big data aggregation methods is very attractive in the field of wireless sensor networks (WSNs) research. In real settings, the WSNs have been broadly applied, such as target tracking and environment remote monitoring. However, data can be easily compromised by a vast of attacks, such as data interception and data tampering, etc. In this paper, we mainly focus on data integrity protection, give an identity-based aggregate signature (IBAS) scheme with a designated verifier for WSNs. According to the advantage of aggregate signatures, our scheme not only can keep data integrity, but also can reduce bandwidth and storage cost for WSNs. Furthermore, the security of our IBAS scheme is rigorously presented based on the computational Diffie-Hellman assumption in random oracle model.

	13
	PROVEST: Provenance-based Trust Model for Delay Tolerant Networks 
Dependable and Secure Computing- Preprint
Delay tolerant networks (DTNs) are often encountered in military network environments where end-to-end connectivity is not guaranteed due to frequent disconnection or delay. This work proposes a provenance-based trust framework, namely PROVEST (PROVEnance-baSed Trust model) that aims to achieve accurate peer-to-peer trust assessment and maximize the delivery of correct messages received by destination nodes while minimizing message delay and communication cost under resource-constrained network environments. Provenance refers to the history of ownership of a valued object or information. We leverage the interdependency between trustworthiness of information source and information itself in PROVEST. PROVEST takes a data-driven approach to reduce resource consumption in the presence of selfish or malicious nodes while estimating a node’s trust dynamically in response to changes in the environmental and node conditions. 

	14
	GeTrust: A guarantee-based trust model in Chord-based P2P networks 
Dependable and Secure Computing- Preprint
More and more users are attracted by P2P networks characterized by decentralization, autonomy and anonymity. However, users’ unconstrained behavior makes it necessary to use a trust model when establishing trust relationships between peers. Most existing trust models are based on recommendations, which, however, suffer from the shortcomings of slow convergence and high complexity of trust computations, as well as huge overhead of network traffic. Inspired by the establishment of trust relationships in human society, a guarantee-based trust model, GeTrust, is proposed for Chord-based P2P networks. A service peer needs to choose its guarantee peer(s) for the service it is going to provide, and they are both required to pledge reputation mortgages for the service. The request peer makes evaluations on all the candidates of service peer by referring their service reputations and their guarantee peers’ reputations, and selects the one with highest evaluation to be its service provider. In order to enhance GeTrust’s availability and prevent malicious behavior, we also present incentive mechanism and anonymous reputation management strategy. Simulation results show that GeTrust is effective and efficient in terms of improving successful transaction rate, resisting complex attacks, reducing network overhead and lowering computational complexity.

	15
	Privacy-Preserving Ride Sharing Scheme for Autonomous Vehicles in Big Data Era
IOT, April 2017
Ride sharing can reduce the number of vehicles in the streets by increasing the occupancy of vehicles, which can facilitate traffic and reduce crashes and the number of needed parking slots. Autonomous vehicles can make ride sharing convenient, popular, and also necessary because of the elimination of the driver effort and the expected high cost of the vehicles. However, the organization of ride sharing requires the users to disclose sensitive detailed information not only on the pick-up/drop-off locations but also on the trip time and route. In this paper, we propose a scheme to organize ride sharing and address the unique privacy issues. Our scheme uses a similarity measurement technique over encrypted data to preserve the privacy of trip data. The ride sharing region is divided into cells and each cell is represented by one bit in a binary vector. Each user should represent trip data as binary vectors and submit the encryptions of the vectors to a server. 

	16
	Robust Relay Selection for Large-Scale Energy-Harvesting IoT Networks
IOT, April 2017
The relay selection problem is considered in large-scale energy harvesting (EH) networks. It is known that if channel state information (CSI) is available at EH relays, a diversity order equal to the number of relays can be obtained, however, at the penalty of a feedback overhead (necessary to obtain accurate CSI) which is not suitable for energy-limited devices intended, e.g., for Internet-of-Things applications. In this paper, we therefore propose a new EH relay selection scheme which is based on the residual energy at each relay's battery, and on information on the distribution of the channels between relays and the destination. The method thus minimizes both the outage probability and the feedback cost. Where previous work relay selection based on channel distribution information consider only small-scale fading distribution, we employ a stochastic geometry approach to consider jointly the geometrical distribution (i.e., large-scale fading) and small-scale fading yielding a simple relay selection criterion that furthermore utilizes only rough information on the relay's location, i.e., an ordinal number from the destination. The outage probability of the proposed relay selection scheme is analytically derived, and the achievable diversity order of the proposed approach is investigated. 

	17
	A Privacy-Preserving Data Sharing Framework for Smart Grid
IOT, April 2017
Distributed energy resources (ERs), featured with small-scale power generation technologies and renewable energy sources, are considered as necessary supplements for smart grid. To ensure that merged resources contribute effectively to the grid, data generated by consumer side should be shared among the ERs. However, it also introduces challenges of the protection of consumer privacy. To address these difficulties, we propose a new framework to share data in smart grid by leveraging new advances in homomorphic encryption and proxy re-encryption. Our proposed framework allows ERs to analyze consumer data while ensuring consumer privacy. An additional benefit of our proposed framework is that consumer data is transmitted over the smart grid only once. Furthermore, we present a concrete scheme falling into the proposed framework. Extensive analysis shows that the concrete scheme is secure and efficient.


	18
	Light-weight and Robust Security-Aware D2D-assist Data Transmission Protocol for Mobile-Health Systems
Information Forensics and Security, Mar 2017
With the rapid advancement of technology, healthcare systems have been quickly transformed into a pervasive environment, where both challenges and opportunities abound. On the one hand, the proliferation of smart phones and advances in medical sensors and devices have driven the emergence of wireless body area networks for remote patient monitoring, also known as mobile-health (M-health), thereby providing a reliable and cost effective way to improving efficiency and quality of health care. On the other hand, the advances of M-health systems also generate extensive medical data, which could crowd today's cellular networks. Device-to-device (D2D) communications have been proposed to address this challenge, but unfortunately, security threats are also emerging because of the open nature of D2D communications between medical sensors and highly privacy-sensitive nature of medical data. Even, more disconcerting is healthcare systems that have many characteristics that make them more vulnerable to privacy attacks than in other applications. In this paper, we propose a light-weight and robust security-aware D2D-assist data transmission protocol for M-health systems by using a certificateless generalized signcryption (CLGSC) technique. Specifically, we first propose a new efficient CLGSC scheme, which can adaptively work as one of the three cryptographic primitives: signcryption, signature, or encryption, but within one single algorithm. The scheme is proved to be secure, simultaneously achieving confidentiality and unforgeability.

	19
	Secure and Private Data Aggregation for Energy Consumption Scheduling in Smart Grids
Dependable secure computing, Mar-Apr2017
The recent proposed solutions for demand side energy management leverage the two-way communication infrastructure provided by modern smart-meters and sharing the usage information with the other users. In this paper, we first highlight the privacy and security issues involved in the distributed demand management protocols. We propose a novel protocol to share required information among users providing privacy, confidentiality, and integrity. We also propose a new clustering-based, distributed multi-party computation (MPC) protocol. Through simulation experiments we demonstrate the efficiency of our proposed solution. The existing solutions typically usually thwart selfish and malicious behavior of consumers by deploying billing mechanisms based on total consumption during a few time slots. However, the billing is typically based on the total usage in each time slot in smart grids. In the second part of this paper, we formally prove that under the per-slot based charging policy, users have incentive to deviate from the proposed protocols. We also propose a protocol to identify untruthful users in these networks. Finally, considering a repeated interaction among honest and dishonest users, we derive the conditions under which the smart grid can enforce cooperation among users and prevents dishonest declaration of consumption.

	20
	Optimal Power Allocation and Scheduling Under Jamming Attacks 
Networking, Jun 2017
A jammed wireless scenario is considered where a network operator aims to schedule users to maximize network performance while guaranteeing a minimum performance level to each user. We consider the case where no information about the position and the triggering threshold of the jammer is available. We show that the network performance maximization problem can be modeled as a finite-horizon joint power control and user scheduling problem, which is NP-hard. To find the optimal solution of the problem, we exploit dynamic programming techniques. We show that the obtained problem can be decomposed, i.e., the power control problem and the user scheduling problem can be sequentially solved at each slot. We investigate the impact of uncertainty on the achievable performance of the system and we show that such uncertainty leads to the well-known exploration-exploitation tradeoff. Due to the high complexity of the optimal solution, we introduce an approximation algorithm by exploiting state aggregation techniques. We also propose a performance-aware online greedy algorithm to provide a low-complexity sub-optimal solution to the joint power control and user scheduling problem under minimum quality-of-service requirements. 


